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A B S T R A C T

The Dark Triad (DT) personality traits, characterized by manipulativeness, callousness, and egocentrism, are 
linked to both negative outcomes such as aggression and delinquency, as well as positive outcomes like career 
success. This study aims to compare different machine learning models for predicting DT traits − Narcissism, 
Machiavellianism, and Psychopathy − using social media text data from Facebook status updates and personality 
questionnaires. Various machine learning models were evaluated. Across traits, Random Forest achieved the 
lowest RMSE, outperforming most other models, followed by Support Vector Machines and Gaussian Processes. 
Bias was similar across all models. These findings highlight the potential of social media data to offer insights 
into users’ personalities and carry methodological implications for future research on personality assessments.

1. Introduction

Personality is a complex construct that has been linked to many 
important outcomes such as academic performance (Poropat, 2009), job 
performance (Barrick & Mount, 1991), relationship satisfaction (Claxton 
et al., 2012), and well-being and health (H. S. Friedman & Kern, 2014). 
Given its broad associations, accurately measuring personality is 
essential for understanding and predicting behavior.

Traditional methods of measuring personality, such as question
naires or interviews, are often time-consuming and require trained 
personnel for administration and interpretation. Consequently, there 
has been a growing interest in using social media text data to predict 
personality traits. These data are abundant, easily accessible, and offer a 
low-cost alternative for gaining insights into users’ personalities. The 
present study aims to compare various machine learning methods for 
predicting the Dark Triad (DT) personality traits using social media text 
data. Before delving into this, we will first provide a brief overview of 
personality traits, the specific traits of the Dark Triad, general research 
on predicting traits from language, and previous studies focused on 
predicting Dark Triad traits.

1.1. Trait theory

Although there are various approaches to defining personality, one 

of the most widely accepted approaches is trait theory (Costa & McCrae, 
1999). Trait theory suggests that personality can be described in terms of 
a set of stable and enduring traits (McCrae & Costa, 2008). Traits are 
defined as consistent patterns of thoughts, feelings, behaviors, and 
motivations that are relatively stable over time and across situations 
(Costa & McCrae, 1992). While the conceptualization of personality 
remains a subject of debate in psychology (see e.g., McAdams & Pals, 
2006; McCrae & Costa, 2008; DeYoung, 2015), one model has gained 
widespread acceptance: The Five-Factor Model (FFM), also known as the 
Big Five (McCrae & Costa, 2008). The FFM encompasses five broad di
mensions: Openness to Experience, Conscientiousness, Extraversion, 
Agreeableness, and Neuroticism. These dimensions are intended to 
capture the most important aspects of personality. The five factors were 
derived primarily through lexical analysis and analysis of personality 
questionnaire data (McCrae & John, 1992). Although there has been 
some debate regarding the number of factors needed to describe per
sonality and the labels for these factors, the FFM has consistently been 
shown to be a robust and valid model across different cultures and 
languages (McCrae & Costa, 2008). However, the FFM was not designed 
to be an all-encompassing model of personality but rather to capture the 
most important aspects. This limitation has prompted the development 
of other models that focus on more specific facets of personality.
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1.2. Dark triad personality traits

The Dark Triad (DT) personality trait model focuses on the negative 
side of personality, encompassing three distinct traits: Narcissism, 
Machiavellianism, and Psychopathy. While there is some overlap be
tween these traits, they are generally considered separate constructs 
(Paulhus & Williams, 2002): Narcissism is mainly characterized by 
grandiosity, entitlement, and a lack of empathy; Machiavellianism by 
manipulativeness, deceitfulness, and a focus on self-interest; and Psy
chopathy by impulsivity, callousness, and a lack of empathy. These traits 
have been associated with various negative outcomes including 
aggression, delinquency, sociosexuality and poor interpersonal re
lationships (Paulhus & Williams, 2002; Jonason & Webster, 2010; 
Furnham et al., 2013). However, the DT has also been linked to some 
positive outcomes such as bravery, creativity, career success and lead
ership roles (Spurk et al., 2016; Paleczek et al., 2018; Kaufman et al., 
2019).

Recent research has suggested expanding the DT model to include 
Sadism as a fourth trait, forming what is known as the Dark Tetrad 
(Buckels et al., 2013; Paulhus, 2014; Međedović & Petrović, 2015). 
Sadism is characterized by the enjoyment of inflicting pain, suffering, or 
humiliation on others. While the Dark Tetrad model is a more recent and 
more comprehensive model, the DT model remains widely used in 
research. Therefore, in this study, we focus on the DT traits due to the 
availability of data and the focus of previous research.

1.3. Predicting personality traits from language

Before predicting the dependent variables (targets), it is essential to 
extract features (independent variables) from the text data. There are 
two main approaches for this: closed-vocabulary and open-vocabulary 
approaches. Closed-vocabulary approaches rely on predefined dictio
naries to extract features from the text data. These dictionaries contain 
words or phrases that are associated with specific psychological con
structs. For example, the Linguistic Inquiry and Word Count (LIWC) 
(Pennebaker et al., 2022) is a dictionary that links words and phrases to 
psychological constructs such as affect and cognition. In this method, the 
text is tokenized into words, which are matched to the dictionary en
tries. The number of words associated with specific psychological con
structs is then counted, and the proportion of each category within the 
text is calculated. These values serve as features for predicting person
ality traits through regression models. Closed-vocabulary approaches 
are straightforward to interpret and work well with small datasets 
(Eichstaedt et al., 2021).

In contrast, open-vocabulary approaches are data-driven and do not 
rely on predefined dictionaries. A common example is Latent Dirichlet 
Allocation (LDA), which groups words into topics based on their co- 
occurrence in the text data (Blei et al., 2003). Unlike closed- 
vocabulary approaches, the topics in open-vocabulary methods 
emerge from the data itself, allowing them to capture more subtle as
pects of language (Eichstaedt et al., 2021). However, these methods 
require larger datasets and are more challenging to interpret (Eichstaedt 
et al., 2021).

Pennebaker and King (1999) demonstrated that the language people 
use can reveal insights into their personality, finding that the categories 
extracted with the LIWC dictionary correlated with the Big Five per
sonality traits. Since the Big Five were derived from lexical analysis, this 
result was unsurprising.

Since then, there has been a growing interest in predicting person
ality traits from text data. Mairesse et al. (2007) used written essays to 
predict the Big Five traits of the writers, comparing regression models 
such as Linear Regression, M5′Regression Tree, M5′Rules, REPTree and a 
Support Vector Machine. Their results were mixed, with the Linear 
Regression model performing best for some traits and the M5′Regression 
Tree model excelling for others. Similarly, Golbeck, Robles, and Turner 
(2011) were among the first to use social media text data − specifically 

Facebook status updates − to predict personality traits using an 
M5′Rules model and a Gaussian Processes model. They also found mixed 
results, with the M5′Rules model performing best for some traits and the 
Gaussian Processes model performing best for others. A later study by 
Golbeck, Robles, Edmondson, and Turner (2011) analyzing Twitter 
data, which showed similar findings, with a Gaussian Processes model 
performing similarly to a ZeroR model.

Since these early studies, many others have used social media data to 
predict personality traits across various social media platforms and ap
proaches (for an overview, see Vora et al., 2020). Commonly used 
regression models include M5′Rules, Gaussian Processes, Pace Regres
sion, Support Vector Machines, and Ridge Regression.

1.4. Predicting dark triad personality traits

Most previous research has focused on predicting the Big Five per
sonality traits, while studies on predicting the DT traits from social 
media data remain limited. Unlike the Big Five traits, the DT traits are 
not derived from lexical analysis, creating uncertainty about whether 
the same language-based prediction methods can be effectively applied.

One of the first studies to explore predicting DT traits from social 
media was conducted by Sumner et al. (2012). Using a dataset of tweets, 
they extracted features with the LIWC dictionary and built four different 
classification models: a Support Vector Machine, a Naive Bayes classi
fier, a J48 classifier, and a Random Forest to classify individuals as 
either above or below the median on each of the DT traits. The authors 
also hosted a competition using the same dataset, with the best per
forming model being a combination of multiple models. Garcia and 
Sikström (2014) predicted the DT traits using Facebook status updates 
with an unspecified regression model. Instead of a closed-vocabulary 
approach, they applied Latent Semantic Analysis (LSA), an open- 
vocabulary approach for feature extraction. Preotiuc-Pietro et al. 
(2016) took a different approach, using a Twitter dataset to predict the 
DT traits with a Linear Regression model with Elastic Net regularization. 
Their model incorporated text data, image data, and Twitter usage data, 
finding that text data was the most informative data source for pre
dicting the DT traits.

1.5. Purpose and scope

Applied teams increasingly work with short, naturalistic text from 
everyday online behavior, where small samples, fixed lexicon features, 
and limited tuning are the norm. A controlled head-to-head comparison 
on the same features yields actionable insight. Practically, it shows 
which models are most plug-and-play to deploy and clarifies trade-offs 
among error, systematic bias, interpretability, and maintenance in real 
workflows (e.g., triaging large volumes of posts, prioritizing outreach, or 
routing cases for human review). Scientifically, it indicates when DT- 
language relations in online behavior are essentially linear versus 
meaningfully non-linear, and whether gains from flexible models are 
consistent across traits, information that refines theory about how these 
traits surface in everyday communication. Importantly, given the nature 
of DT traits, understanding and predicting patterns of online behavior 
associated with them can be useful: some online behavior can be 
harmful to others or to the community; being able to extend our 
conceptualization of DT traits to include their online verbal expressions 
helps researchers and practitioners anticipate risks, tailor interventions, 
and communicate uncertainty responsibly. The goal is to answer the 
following research question:

Which machine learning regression model provides the most accu
rate predictions of DT traits from social media text data?

To our knowledge, this is the first study to benchmark a set of widely 
used regression algorithms on continuous DT outcomes from Facebook 
text using a common feature set and evaluation protocol, enabling a 
controlled comparison of performance across traits. The study was 
exploratory and was not preregistered.
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To answer the research question, we will evaluate the performance of 
different regression models in predicting the DT traits using social media 
text data. First, we will describe the study participants, the measures 
used to assess the DT traits, the methods for feature extraction from text 
data, and the regression models employed. We will then present the 
results of the regression analyses and compare the performance of the 
different models. Finally, we will discuss the implications of these 
findings for future research on predicting personality traits from social 
media data.

We emphasize that any applied use should be privacy-preserving, 
consent-based, and framed as probabilistic signal detection, a decision 
aid for human judgment, not a diagnostic label.

2. Methods

2.1. Dataset

This study uses the same dataset analyzed by Garcia and Sikström 
(2014), making this a secondary analysis of their dataset. The dataset 
comprises the 15 most recent Facebook status updates from each indi
vidual alongside three personality questionnaires.

2.2. Participants

Initially, 304 participants were recruited through Amazon’s Me
chanical Turk. Participants were excluded based on the following 
criteria: (1) being younger than 18 years old, (2) not speaking English, 
and (3) providing fewer than 100 words across all status updates. The 
age restriction was applied because the questionnaires were designed for 
adults. Speaking English was necessary as the feature extraction dic
tionaries were based on English language. The word count criterion 
ensured that the text data was sufficient for feature extraction.

After applying these exclusions, the final dataset consisted of 266 
participants, with an average age of 26.6 years (SD = 7.41), ranging 
from 18 to 62 years. Of these, 103 participants were male and 163 
participants were female.

2.3. Measures

The DT traits were measured using three different questionnaires: 
The short version of the Narcissistic Personality Inventory (NPI-16) for 
Narcissism (Ames et al., 2006), the Machiavellianism Scale (MACH-IV) 
for Machiavellianism (Christie & Geis, 1970), and the short version of 
the Eysenck Personality Questionnaire Revised (EPQR-S) for Psychop
athy (Eysenck et al., 1985).

2.3.1. NPI-16
The NPI-16 is a 16-item forced-choice questionnaire measuring 

Narcissism unidimensionally, where participants choose between a 
narcissistic and non-narcissistic statement. Scores are determined by 
counting the number of narcissistic choices.

2.3.2. MACH-IV
The MACH-IV is a 20-item questionnaire that assesses Machiavel

lianism, with participants rating their agreement with statements on a 7- 
point Likert scale. Scores are derived by calculating the mean of the 
ratings.

2.3.3. EPQR-S
The EPQR-S is a three-dimensional questionnaire measuring Extra

version, Neuroticism and Psychoticism. It consists of 12 forced-choice 
items per trait, asking whether a statement describes the participant 
or not. In this study, only the Psychoticism scale (relevant to Psychop
athy) was used, with scores based on the number of “yes” responses.

2.4. Extracted features

For the resulting sample, the mean word count was 437.29 words 
(SD = 289.71, median = 360.50), ranging from 103 to 2131 words. A 
closed-vocabulary approach was used for feature extraction, with 
tokenized text analyzed using the following dictionaries:

2.4.1. Linguistic Inquiry and Word Count 2022 (LIWC-22)
Using the LIWC-22 (Pennebaker et al., 2022) dictionary, 120 features 

were extracted, including standard counting metrics such as the total 
word count or words per sentence, as well as features related to psy
chological processes (e.g. affect and cognition) and features related to 
personal concerns (e.g. work, home, or leisure). A full list of features is 
available in the LIWC-22 manual (Boyd et al., 2022).

2.4.2. NRC Emotion Lexicon (EmoLex)
The NRC EmoLex (Mohammad & Turney, 2013) dictionary associ

ates English words with eight basic emotions (anger, fear, anticipation, 
trust, surprise, sadness, joy, and disgust), as well as two sentiments 
(negative and positive). Using this dictionary, 10 features were extrac
ted by counting matches in each participant’s text.

2.4.3. AFINN-111
AFINN (Nielsen, 2011) is a dictionary that rates English words for 

valence on a scale from -5 (negative) to 5 (positive). Using the AFINN- 
111 dictionary, eleven features were extracted.

2.4.4. Mean segmental type-token ratio (MSTTR)
In addition to the dictionary-extracted features, the MSTTR was 

included as a feature. It measures lexical diversity by dividing the 
number of unique words by the total word count in a text, adjusted by 
averaging across multiple segments.

2.5. Feature space

All downstream models used the same combined feature set con
sisting of LIWC-22 categories, ten NRC EmoLex scores (eight emotions 
+ two sentiments), eleven AFINN-111 polarity scores, MSTTR, age, and 
gender (total: 144 features).

2.6. Regression approaches

In regression analysis, the goal is to predict continuous outcomes 
based on predictor variables, while minimizing the error between the 
predicted and observed values. The following approaches were included 
to compare the performance of various regression approaches, which 
have been used in previous research to predict personality traits from 
social media data.

2.6.1. Gaussian processes (GP)
GP models are non-parametric regression models that analyze the 

relationship between the predictor variables and the target variable by 
modeling it as a multivariate Gaussian distribution (Williams & Barber, 
1998).

2.6.2. Generalized linear model with elastic net regularization (GLMNet)
GLMNet is a regression model that combines the Lasso and Ridge 

regression methods. It helps select the most important features and re
duces overfitting by assigning weights to features and penalizing both 
highly correlated features and those with weak correlations to the target 
variables (J. H. Friedman et al., 2010).

2.6.3. K-Nearest-Neighbor regression (kNN)
kNN regression is a non-parametric regression model that predicts 

the target variable by averaging the values of the k closest data points 
(Aha et al., 1991).
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2.6.4. M5′Rules (M5R)
M5R is a regression model that constructs a decision tree and then 

converts it into a set of rules, which are then used to predict the target 
variable (Holmes et al., 1999).

2.6.5. Random Forest (RF)
RF is a method that constructs multiple decision trees and then av

erages their predictions to produce a final result (Breiman, 2001). This 
type of approach, which combines the predictions from multiple models, 
is an ensemble method.

2.6.6. Support Vector Machine (SVM)
SVR minimizes ε-insensitive loss around a flat tube and can capture 

non-linear relations via kernel mappings (e.g., RBF). In our imple
mentation we used the default settings provided by mlr3 for the SVM 
learner.

2.6.7. Linear Regression (LR)
A simple regression model, linear regression, was used as the base

line model. Linear regression models the relationship between the pre
dictor variables and the target variable as a linear function.

2.7. Model implementation and evaluation

The regression models were implemented using the mlr3 (Lang et al., 
2019) and mlr3benchmark (Casalicchio & Burk, 2024) packages in R (R 
Core Team, 2023). To ensure reproducibility, default parameters were 
applied for all models. Prior to training, all data were scaled between 
0 and 1 using the Min-Max scaling method to ensure uniformity across 
features and targets. This scaling prevented features with larger values 
from dominating the models and allowed for comparable evaluation 
metrics.

The performance of the regression models was evaluated using root 
mean squared error (RMSE) and bias. The RMSE is a measure of pre
diction accuracy that combines both bias and variability (e.g., Zitzmann 
et al., 2021). It is calculated by taking the square root of the mean across 
the squared differences between the predicted and observed values. A 
lower RMSE indicates that the predicted values have a higher likelihood 
of being close to the observed value, meaning the model performs better. 
For a detailed discussion, see, for example, Pargent et al. (2023). Bias 
measures the difference between the predicted and observed values, 
with a positive bias indicating the model overestimates the target vari
able, and a negative bias indicating underestimation. A bias of zero 
suggests that the model predicts the target variable accurately.

We modeled three continuous outcomes: Psychopathy, Narcissism, 
and Machiavellianism. Crucially, every algorithm saw the same com
bined predictor set, totaling 3 traits × 7 models per trait (total 21 
models). To quantify uncertainty, we used a case-bootstrap with nested 
K-fold cross-validation: For each trait and each algorithm, we drew B =
1,000 bootstrap samples of participants with replacement. Within each 
bootstrap sample, we ran 10-fold cross-validation and aggregated RMSE 
and bias across folds, yielding one RMSE and one bias per bootstrap 
replicate. To make algorithm comparisons paired, we made sure that the 
same bootstrap index was used across algorithms for a given draw. 
Uncertainty was summarized by using 95% CIs, taken from the 1,000 
bootstraps, for each algorithm × trait.

We report trait-wise point estimates with 95% CIs for RMSE and bias 
for each model. For each trait, we computed paired differences of RMSE 
across the same bootstrap replicates for every learner pair (Δ = RMSE_A 
− RMSE_B; lower favors A). For bias we compared |bias| (smaller is 
better). We formed Bonferroni-adjusted percentile CIs for the paired 
differences with global familywise α = 0.05 across all pairs for the metric 
(i.e., RMSE and |bias| analyzed separately). A difference was considered 
statistically significant if the simultaneous CI excluded 0. We visualize 
results with significance matrices where an “x” indicates that the row 
model significantly outperformed the column model.

3. Results

3.1. Descriptive statistics

The mean scores were 3.08 (SD = 1.84, range = 0 – 10) for Psy
chopathy, 5.74 (SD = 3.52, range = 0 – 16) for Narcissism, and 3.16 (SD 
= 0.53, range = 1.75 – 4.55) for Machiavellianism. The correlations 
between the DT traits were r = 0.25 (p < 0.001) between Psychopathy 
and Narcissism, r = 0.26 (p < 0.001) between Psychopathy and 
Machiavellianism, and r = 0.28 (p < 0.001) between Narcissism and 
Machiavellianism.

3.2. Prediction accuracy

Table 1 reports RMSE (M, 95% CI) by approach and trait; Fig. 1
shows means with 95% CIs. For Psychopathy, RF achieved the lowest 
mean RMSE (0.116, 95% CI [0.102, 0.130]), followed by SVM (0.127, 
95% CI [0.113, 0.142]) and GP (0.137, 95% CI [0.125, 0.149]). For 
Narcissism, RF (0.147, 95% CI [0.130, 0.163]) ranked best, followed by 
SVM (0.168, 95% CI [0.149, 0.187]) and GP (0.177, 95% CI [0.161, 
0.193]). The same pattern emerged for Machiavellianism, with RF 
(0.127, 95% CI [0.113, 0.140]) performing best, followed again by SVM 
(0.137, 95% CI [0.122, 0.151]) and GP (0.148, 95% CI [0.135, 0.161]).

3.3. Bias

Table 2 reports bias (M, 95% CI) by approach and trait; Fig. 2 shows 
means with 95% CIs. For Psychopathy, both kNN (0.000, 95% CI 
[-0.020, 0.017]) and GLMNet (0.000, 95% CI [-0.004, 0.004]) per
formed similarly well, followed by RF (-0.001, 95% CI [-0.008, 0.005]). 
For Narcissism, GLMNet (0.001, 95% CI [-0.004, 0.007]) achieved the 
lowest bias, followed by M5R (-0.002, 95% CI [-0.020, 0.017]) and RF 
(-0.003, 95% CI [-0.011, 0.005]). For Machiavellianism, the lowest bias 
was found for RF (0.000, 95% CI [-0.007, 0.008]), GLMNet (-0.001, 95% 
CI [-0.006, 0.003]) and M5R (-0.001, 95% CI [-0.016, 0.015]).

3.4. Model comparison

Table 3 and Table 4 list all paired ΔRMSE and Δ|bias| with simul
taneous CIs (FWER = 0.05 across all pairs). Table 5, Table 6, and Table 7
summarize which models significantly outperformed each other for each 
trait, when comparing RMSE. Generally, almost all models out
performed LR on each trait. RF won the most comparisons, significantly 
outperforming other models 15 out of 18 times. GP was the only other 
model beating models beside LR. When comparing bias, no model out
performed another significantly.

3.5. Exploratory feature importance

We ran model-agnostic permutation feature importance (PFI) on the 
held-out folds of each approach (10-fold CV; 5 permutations per feature) 
in order to explore which inputs most consistently drove predictions. To 
avoid model-specific idiosyncrasies, we summarize “stable” signals as 
features appearing in the Top-10 for at least three of the seven ap
proaches. Percentages refer to the share of Top-10 slots occupied by each 
feature family, aggregated across approaches for the given trait.

Across traits, textual LIWC categories accounted for most importance 
in Psychopathy (≈ 88 %), with recurrent signals from perception/action 
language (e.g., perception, motion) and stylistic markers (e.g., swear
ing). Narcissism drew on a mix of demographics (Age, Gender; ≈ 51 %) 
and textual cues (≈ 49 %), especially interaction/expressivity topics (e. 
g., conversation, risk, tech, exclamation use). Machiavellianism showed 
substantial contributions from demographics (≈ 45 %) alongside textual 
features (≈ 35 %), with additional affective signal from NRC/AFINN (≈
20 % combined; e.g., disgust, negative-valence bins) and acquisition- 
related language.
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Table 1 
Predictive accuracy (RMSE) by approach and trait, M [95% CI].

Trait RF SVM GP kNN GLMNet M5R LR

Machiavellianism 0.127 [0.113, 
0.140]

0.137 [0.122, 
0.151]

0.148 [0.135, 
0.161]

0.148 [0.124, 
0.173]

0.170 [0.152, 
0.190]

0.180 [0.156, 
0.223]

0.452 [0.303, 
0.766]

Narcissism 0.147 [0.130, 
0.163]

0.168 [0.149, 
0.187]

0.177 [0.161, 
0.193]

0.200 [0.166, 
0.233]

0.200 [0.181, 
0.223]

0.210 [0.180, 
0.257]

0.516 [0.347, 
0.846]

Psychopathy 0.116 [0.102, 
0.130]

0.127 [0.113, 
0.142]

0.137 [0.125, 
0.149]

0.150 [0.123, 
0.177]

0.159 [0.141, 
0.178]

0.179 [0.144, 
0.196]

0.374 [0.249, 
0.620]

Note. Values are means with 95% confidence intervals from 1,000 resamples. Lower RMSE indicates better performance.

Fig. 1. Note. RMSE for all regression models for all traits. RF = Random Forest; SVM = Support Vector Machine; GP = Gaussian Processes; kNN = k-Nearest 
Neighbor; GLMNet = Generalized Linear Model with Elastic Net regularizer; M5R = M5′Rules; LR = Linear Regression.

Table 2 
Prediction bias by approach and trait, M [95% CI].

Trait RF SVM GP kNN GLMNet M5R LR

Machiavellianism 0.000 [-0.007, 
0.008]

-0.002 [-0.012, 
0.008]

0.002 [-0.003, 
0.008]

-0.003 [-0.023, 
0.017]

-0.001 [-0.006, 
0.003]

-0.001 [-0.016, 
0.015]

-0.001 [-0.061, 
0.057]

Narcissism -0.003 [-0.011, 
0.005]

0.017 [0.006, 
0.029]

0.004 [-0.002, 
0.010]

0.008 [-0.019, 
0.035]

0.001 [-0.004, 
0.007]

-0.002 [-0.020, 
0.017]

0.003 [-0.066, 
0.071]

Psychopathy -0.001 [-0.008, 
0.005]

0.007 [-0.001, 
0.014]

0.005 [0.001, 
0.011]

0.000 [-0.020, 
0.017]

0.000 [-0.004, 
0.004]

-0.003 [-0.016, 
0.013]

-0.004 [-0.052, 
0.047]

Note. Bias > 0 indicates overprediction; Bias < 0 indicates underprediction. Intervals are 95% CIs from 1,000 resamples.
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These results are exploratory: PFI reflects performance drops under 
permutation and can diffuse importance across correlated features; 
small negative values can occur from sampling noise. Nevertheless, the 
patterns suggest that content-level semantics and style jointly support 
prediction, with demographics contributing more strongly for Narcis
sism and Machiavellianism than for Psychopathy.

4. Discussion

The aim of this study was to compare different methods for pre
dicting the DT traits from social media text data by extracting features 
using a closed-vocabulary approach and applying various machine 
learning regression models. The performance of these models was then 
evaluated and compared in terms of their ability to predict the DT traits.

The regression analysis results showed that regarding RMSE, the RF 
model performed best for predicting all three traits. When evaluating the 
models based on bias, the GLMNet model performed best for Psychop
athy and Narcissism, and the RF model for Machiavellianism. However, 
the differences in bias between the models were small, indicating that all 
models predicted the target variables accurately. Using paired bootstrap 
comparisons with Bonferroni-adjusted simultaneous CIs (global FWER =
0.05), we found RF most often outperformed alternatives (Tables 3–7). 
For bias, no pairwise differences were significant (Table 4).

The results of this study align with previous research demonstrating 
that personality traits can be predicted from social media text data using 
machine learning models (Golbeck, Robles, & Turner, 2011; Golbeck, 
Robles, Edmondson, & Turner, 2011; Farnadi et al., 2016; Azucar et al., 
2018). However, this study is among the first to specifically focus on 
predicting the DT traits from social media text data. Previous research 

has shown that ensemble learning methods can be more effective than 
other regression models for predicting personality traits (Sumner et al., 
2012). This study underlines those previous findings, given that RF was 
the model that outperformed most others, across all DT traits.

5. Limitations

The results of this study should be interpreted with several limita
tions in mind. First, the features extracted from the text data were based 
on only three dictionaries, which may not capture the full range of 
language used on social media. Second, the regression models used in 
this study were implemented with default parameters and may not be 
optimal for predicting the DT traits. Because tuning sensitivity differs 
across algorithms, using defaults can advantage some approaches (e.g., 
simpler linear models) and disadvantage others (e.g., kernel or ensemble 
methods), potentially attenuating or inflating between-learner differ
ences. Third, the results do not allow for the interpretation of the 
models’ absolute performance, the RMSE values are meaningful only in 
comparison to each other and are not interpretable in an absolute sense. 
Fourth, the questionnaires used to measure the DT traits are not the most 
up-to-date. Newer measures, such as the Short Dark Triad (SD3; Jones & 
Paulhus, 2014) assess all three DT traits in a single questionnaire. Fifth, 
the feature space was highly dimensional, with 144 features, some of 
which may have been highly correlated and not particularly useful for 
predicting the DT traits. Finally, we did not include Sadism, so our scope 
is the Dark Triad rather than the full Dark Tetrad.

Fig. 2. Note. Bias for all regression models for all traits. RF = Random Forest; SVM = Support Vector Machine; GP = Gaussian Processes; kNN = k-Nearest Neighbor; 
GLMNet = Generalized Linear Model with Elastic Net regularizer; M5R = M5′Rules; LR = Linear Regression.
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5.1. Implications and future research

The results of this study have several implications for future 
research. First, the findings indicate that most models were able to 
predict the DT traits from social media text data. This suggests that so
cial media data can provide useful insights into users’ personalities, 
which may be valuable for employers, psychologists, and other pro
fessionals in making informed decisions related to hiring, treatment, 

advertising, and more. For example, employers could potentially use 
social media data (with consent) to screen job applicants and identify 
individuals with high levels of Psychopathy, Narcissism, or Machiavel
lianism, helping reduce the risk of hiring individuals prone to unethical 
behavior or harm. However, the use of social media data to predict 
personality traits involves important ethical and legal considerations 
and should be approached with caution.

Second, as hyperparameter tuning was disabled in this study, future 

Table 3 
Bootstrap paired differences of RMSE with global Bonferroni-simultaneous CI 
(familywise α = 0.05 across all pairs; CI level = 0.9992).

Trait Comparison Δ (a − b) CI excludes 0

Machiavellianism GP vs GLMNet -0.022 [-0.063, 0.005] No
Machiavellianism GP vs RF 0.021 [0.008, 0.044] Yes
Machiavellianism GP vs SVM 0.011 [-0.018, 0.022] No
Machiavellianism GP vs kNN -0.000 [-0.035, 0.039] No
Machiavellianism LR vs GLMNet 0.282 [0.091, 0.939] Yes
Machiavellianism LR vs GP 0.304 [0.112, 0.966] Yes
Machiavellianism LR vs M5R 0.271 [-0.098, 0.941] No
Machiavellianism LR vs RF 0.325 [0.127, 0.996] Yes
Machiavellianism LR vs SVM 0.315 [0.120, 0.981] Yes
Machiavellianism LR vs kNN 0.304 [0.097, 0.963] Yes
Machiavellianism M5R vs GLMNet 0.011 [-0.037, 0.276] No
Machiavellianism M5R vs GP 0.032 [0.000, 0.300] Yes
Machiavellianism M5R vs RF 0.054 [0.023, 0.318] Yes
Machiavellianism M5R vs SVM 0.044 [-0.015, 0.312] No
Machiavellianism M5R vs kNN 0.032 [-0.015, 0.296] No
Machiavellianism RF vs GLMNet -0.043 [-0.089, -0.018] Yes
Machiavellianism RF vs SVM -0.010 [-0.061, 0.003] No
Machiavellianism RF vs kNN -0.021 [-0.056, 0.005] No
Machiavellianism SVM vs GLMNet -0.033 [-0.077, 0.012] No
Machiavellianism kNN vs GLMNet -0.021 [-0.071, 0.024] No
Machiavellianism kNN vs SVM 0.011 [-0.037, 0.045] No
Narcissism GP vs GLMNet -0.023 [-0.063, -0.004] Yes
Narcissism GP vs RF 0.031 [0.016, 0.052] Yes
Narcissism GP vs SVM 0.010 [-0.023, 0.020] No
Narcissism GP vs kNN -0.022 [-0.064, 0.024] No
Narcissism LR vs GLMNet 0.316 [0.079, 1.255] Yes
Narcissism LR vs GP 0.339 [0.099, 1.279] Yes
Narcissism LR vs M5R 0.307 [0.044, 1.250] Yes
Narcissism LR vs RF 0.370 [0.130, 1.314] Yes
Narcissism LR vs SVM 0.349 [0.104, 1.295] Yes
Narcissism LR vs kNN 0.317 [0.069, 1.271] Yes
Narcissism M5R vs GLMNet 0.009 [-0.038, 0.236] No
Narcissism M5R vs GP 0.032 [-0.006, 0.271] No
Narcissism M5R vs RF 0.063 [0.026, 0.300] Yes
Narcissism M5R vs SVM 0.042 [-0.005, 0.279] No
Narcissism M5R vs kNN 0.010 [-0.047, 0.255] No
Narcissism RF vs GLMNet -0.053 [-0.100, -0.027] Yes
Narcissism RF vs SVM -0.021 [-0.068, -0.004] Yes
Narcissism RF vs kNN -0.053 [-0.093, -0.010] Yes
Narcissism SVM vs GLMNet -0.033 [-0.076, 0.011] No
Narcissism kNN vs GLMNet -0.000 [-0.063, 0.055] No
Narcissism kNN vs SVM 0.032 [-0.016, 0.073] No
Psychopathy GP vs GLMNet -0.022 [-0.070, -0.002] Yes
Psychopathy GP vs RF 0.020 [0.007, 0.038] Yes
Psychopathy GP vs SVM 0.010 [-0.021, 0.019] No
Psychopathy GP vs kNN -0.013 [-0.045, 0.022] No
Psychopathy LR vs GLMNet 0.215 [0.042, 0.695] Yes
Psychopathy LR vs GP 0.237 [0.064, 0.711] Yes
Psychopathy LR vs M5R 0.195 [-8.039, 0.686] No
Psychopathy LR vs RF 0.258 [0.084, 0.733] Yes
Psychopathy LR vs SVM 0.247 [0.077, 0.719] Yes
Psychopathy LR vs kNN 0.224 [0.031, 0.702] Yes
Psychopathy M5R vs GLMNet 0.020 [-0.047, 8.172] No
Psychopathy M5R vs GP 0.042 [0.003, 8.215] Yes
Psychopathy M5R vs RF 0.063 [0.024, 8.237] Yes
Psychopathy M5R vs SVM 0.052 [-0.010, 8.225] No
Psychopathy M5R vs kNN 0.029 [-0.023, 8.196] No
Psychopathy RF vs GLMNet -0.042 [-0.095, -0.020] Yes
Psychopathy RF vs SVM -0.011 [-0.055, 0.003] No
Psychopathy RF vs kNN -0.034 [-0.062, -0.002] Yes
Psychopathy SVM vs GLMNet -0.032 [-0.082, 0.011] No
Psychopathy kNN vs GLMNet -0.009 [-0.060, 0.032] No
Psychopathy kNN vs SVM 0.023 [-0.027, 0.054] No

Table 4 
Bootstrap paired differences of |bias| with global Bonferroni-simultaneous CI 
(familywise α = 0.05 across all pairs; CI level = 0.9992).

Trait Comparison Δ (a − b) CI excludes 0

Machiavellianism GP vs GLMNet 0.001 [-0.013, 0.028] No
Machiavellianism GP vs RF -0.000 [-0.009, 0.028] No
Machiavellianism GP vs SVM -0.002 [-0.016, 0.025] No
Machiavellianism GP vs kNN -0.006 [-0.034, 0.027] No
Machiavellianism LR vs GLMNet 0.020 [-0.005, 0.142] No
Machiavellianism LR vs GP 0.020 [-0.027, 0.143] No
Machiavellianism LR vs M5R 0.016 [-0.050, 0.139] No
Machiavellianism LR vs RF 0.019 [-0.009, 0.141] No
Machiavellianism LR vs SVM 0.018 [-0.015, 0.141] No
Machiavellianism LR vs kNN 0.014 [-0.034, 0.144] No
Machiavellianism M5R vs GLMNet 0.005 [-0.008, 0.053] No
Machiavellianism M5R vs GP 0.004 [-0.025, 0.054] No
Machiavellianism M5R vs RF 0.003 [-0.009, 0.052] No
Machiavellianism M5R vs SVM 0.002 [-0.013, 0.052] No
Machiavellianism M5R vs kNN -0.002 [-0.033, 0.041] No
Machiavellianism RF vs GLMNet 0.001 [-0.013, 0.010] No
Machiavellianism RF vs SVM -0.001 [-0.012, 0.009] No
Machiavellianism RF vs kNN -0.005 [-0.034, 0.009] No
Machiavellianism SVM vs GLMNet 0.002 [-0.012, 0.016] No
Machiavellianism kNN vs GLMNet 0.006 [-0.010, 0.037] No
Machiavellianism kNN vs SVM 0.004 [-0.012, 0.030] No
Narcissism GP vs GLMNet 0.002 [-0.008, 0.023] No
Narcissism GP vs RF -0.000 [-0.013, 0.021] No
Narcissism GP vs SVM -0.013 [-0.029, 0.006] No
Narcissism GP vs kNN -0.009 [-0.048, 0.018] No
Narcissism LR vs GLMNet 0.023 [-0.007, 0.210] No
Narcissism LR vs GP 0.021 [-0.018, 0.207] No
Narcissism LR vs M5R 0.018 [-0.039, 0.194] No
Narcissism LR vs RF 0.021 [-0.013, 0.208] No
Narcissism LR vs SVM 0.008 [-0.028, 0.195] No
Narcissism LR vs kNN 0.012 [-0.048, 0.203] No
Narcissism M5R vs GLMNet 0.005 [-0.010, 0.053] No
Narcissism M5R vs GP 0.004 [-0.021, 0.055] No
Narcissism M5R vs RF 0.004 [-0.012, 0.052] No
Narcissism M5R vs SVM -0.010 [-0.031, 0.042] No
Narcissism M5R vs kNN -0.006 [-0.052, 0.049] No
Narcissism RF vs GLMNet 0.002 [-0.012, 0.014] No
Narcissism RF vs SVM -0.013 [-0.031, 0.013] No
Narcissism RF vs kNN -0.009 [-0.051, 0.014] No
Narcissism SVM vs GLMNet 0.015 [-0.004, 0.032] No
Narcissism kNN vs GLMNet 0.011 [-0.008, 0.053] No
Narcissism kNN vs SVM -0.004 [-0.028, 0.038] No
Psychopathy GP vs GLMNet 0.004 [-0.008, 0.023] No
Psychopathy GP vs RF 0.002 [-0.009, 0.023] No
Psychopathy GP vs SVM -0.002 [-0.014, 0.023] No
Psychopathy GP vs kNN -0.002 [-0.027, 0.019] No
Psychopathy LR vs GLMNet 0.017 [-0.005, 0.153] No
Psychopathy LR vs GP 0.014 [-0.018, 0.151] No
Psychopathy LR vs M5R 0.011 [-1.595, 0.152] No
Psychopathy LR vs RF 0.016 [-0.008, 0.153] No
Psychopathy LR vs SVM 0.012 [-0.016, 0.149] No
Psychopathy LR vs kNN 0.011 [-0.026, 0.151] No
Psychopathy M5R vs GLMNet 0.007 [-0.010, 1.603] No
Psychopathy M5R vs GP 0.003 [-0.023, 1.601] No
Psychopathy M5R vs RF 0.006 [-0.008, 1.608] No
Psychopathy M5R vs SVM 0.002 [-0.020, 1.600] No
Psychopathy M5R vs kNN 0.001 [-0.027, 1.604] No
Psychopathy RF vs GLMNet 0.001 [-0.009, 0.009] No
Psychopathy RF vs SVM -0.004 [-0.023, 0.010] No
Psychopathy RF vs kNN -0.005 [-0.026, 0.007] No
Psychopathy SVM vs GLMNet 0.005 [-0.008, 0.022] No
Psychopathy kNN vs GLMNet 0.006 [-0.008, 0.029] No
Psychopathy kNN vs SVM 0.001 [-0.016, 0.025] No
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research could focus on optimizing the parameters of the regression 
models to further enhance predictive accuracy. It would be interesting to 
see if optimization provides indeed a measurable advantage. Addition
ally, other methods for predicting DT traits from social media data could 
be explored, such as deep learning models or other ensemble models that 
combine different approaches. Promising results have been found using 
deep learning models like Long Short-Term Memory (LSTM) networks 
(Kosan et al., 2022) and Bidirectional Encoder Representations from 
Transformers (BERT; Arijanto et al., 2021). Ensemble models that 
integrate different regression models have also proven effective for 
predicting personality traits from social media data (Sumner et al., 
2012). These models may outperform the basic regression models used 
in this study. Furthermore, since the DT traits are correlated (Paulhus & 
Williams, 2002), using a multivariate model that captures these corre
lations might improve the predictive accuracy. Indeed, Farnadi et al. 
(2016) demonstrated that multivariate models can be more effective for 
predicting the Big Five traits from social media data than univariate 
models. Future research could explore whether the same holds true for 
the DT traits.

Third, future research could explore alternative methods for 
extracting features from social media text data. In this study, a closed- 
vocabulary approach was used, which has a long history in personal
ity research but may not capture all nuances of language used on social 
media. Several studies have employed open-vocabulary approaches, 
such as LSA (Garcia & Sikström, 2014) or Differential Language Analysis 
(DLA; Schwartz et al., 2013), to extract features from social media text 
data. These data-driven, bottom-up approaches may be more effective as 
they do not rely on predefined dictionaries. However, they typically 
require larger datasets and can be more challenging to interpret 

(Eichstaedt et al., 2021). Finally, future research could expand its focus 
to include the Dark Tetrad traits. While this study concentrated on 
predicting Psychopathy, Narcissism, and Machiavellianism, the Dark 
Tetrad model also includes Sadism as a fourth trait (Buckels et al., 2013). 
Incorporating Sadism would require a larger, new dataset but would 
offer a more comprehensive understanding of users’ personalities on 
social media.

In conclusion, this study demonstrates that Dark Triad traits can be 
predicted from social media text data with meaningful accuracy using 
machine learning approaches. Across all three traits, Random Forest 
consistently achieved the lowest prediction error and outperformed 
most alternative models in paired comparisons, indicating that flexible 
ensemble methods are particularly well suited for this task. Neverthe
less, no single model dominated all others under all evaluation criteria, 
and differences in bias were small across approaches. These findings 
suggest that while Random Forest currently represents a strong baseline 
for applied prediction of Dark Triad traits from text, there remains 
substantial room for future work to further refine modeling strategies, 
optimize hyperparameters, and explore alternative feature representa
tions to gain deeper, more nuanced insights into the complex person
alities behind digital profiles.
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